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Abstract
Dead Drop Resolver (DDR) malware evades traditional Command
and Control (C&C) server takedowns by dynamically resolving
C&C addresses hosted on popular web applications, such as
Dropbox and Pastebin. These addresses are often manipulated (i.e.,
encoded or encrypted), rendering existing detection techniques
largely ineffective. To tackle this challenge, we introduce VADER,
a malware forensics system specifically designed for the proactive
detection of dead drops. Analyzing a dataset of 100k malware
samples collected in the wild, VADER identified 8,906 DDR
malware samples from 110 families that leverage 273 dead drops
across seven web applications. Additionally, it proactively
uncovered 57.1% more dead drops spanning 11 web applications.
Case studies revealed that over 40% of DDR malware samples
employ sophisticated, layered de-manipulation algorithms,
highlighting the prevalence and complexity of this evasion
technique. Beyond detection, VADER enabled proactive
remediation by discovering 13 previously unknown dead drops
from a single DDR malware sample. This approach empowers web
application providers to systematically scan their platforms,
enabling the early detection and mitigation of dead drops.

CCS Concepts
• Security and privacy→Malware and its mitigation.
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Figure 1: Razy’s [6] DDR workflow. 1 : The malware author
manipulates the C&C server address and posts it on X.com
as a dead drop. 2 : Razy executes on the victim systems and
fetches the dead drop. 3 : Razy resolves the dead drop content
to connect to the C&C server.

Web Application Security Through Proactive Dead Drop Resolver
Remediation. In Proceedings of the 2025 ACM SIGSAC Conference on
Computer and Communications Security (CCS ’25), October 13–17, 2025,
Taipei, Taiwan. ACM, New York, NY, USA, 15 pages.
https://doi.org/10.1145/3719027.3744860

1 Introduction
Dead Drop Resolver (DDR) is a technique developed by malware
authors to evade traditional takedown methods for Command and
Control (C&C) servers [47, 4, 73, 85, 105, 111, 81, 42, 100, 11, 115].
For example, Figure 1 shows the workflow of the razy [6] malware.
Razy manipulates (i.e., encodes or encrypts) its C&C server address
and hosts it on X.com, serving as “dead drop” ( 1 ). Once executed
on the victim machine, razy fetches 2 and decodes 3 the dead
drop content to resolve its C&C server address, confirming it as a
DDR malware sample.

Current remediation strategies fail for DDR malware samples
because web app providers respond to individual dead drops that
a DDR malware sample is actively using 3 . However, malware
authors can reuse manipulation techniques to encode new C&C
addresses, creating polymorphic dead drops. As a result, the reactive
approach misses opportunities to mitigate dead drops early in the

*Authors contributed equally.
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DDR lifecycle 1 . This research proposes a proactive approach,
where web app providers can scan their platforms to identify and
neutralize dead drops.

Malware authors are increasingly exploiting web apps to host
dead drops [112], yet state-of-the-art techniques lack the
scalability needed for proactive remediation by web app providers.
The current methods primarily rely on manual inspection to
understand how malware authors encode C&C addresses hosted
on web apps [91, 93, 98] or stored as blockchain transactions [89,
41]. Proposals such as submitting new transactions to update the
most recent blockchain data to sinkhole C&C addresses [97]
demand extensive manual effort and remain ad-hoc. Similarly, web
app providers can try to detect dead drops by profiling incoming
connections from DDR malware samples to their platforms.
However, existing malicious connection detection techniques [82,
47, 66, 42, 64, 43, 39] are ineffective in the DDR context. This is
because web apps enforce the use of specific protocols for all
connections, making it impossible to distinguish between
legitimate and malicious connections.

Adding to these difficulties, web app providers face technical
challenges in combating DDR malware. One key issue is the wide
variety of manipulation techniques (e.g., BASE64), making it
impractical to decode all content using every method. Even worse,
C&C addresses are often encoded using multiple layers of
techniques, some requiring specific parameters (e.g., XOR). In fact,
single dead drops can employ three or more manipulation layers
(§5.3.1), rendering brute forcing infeasible. However, our analysis
of DDR incidents shows DDR malware samples must be equipped
with the precise combination and configuration of
de-manipulation techniques. This led to our first key insight:
Understanding how DDR malware samples decode dead drop
content allows web app providers to derive reusable “recipes” to
proactively identify similarly encoded C&C addresses.

Before extracting recipes, the immediate challenge web app
providers face is confirming a malware sample’s DDR capability.
This is further complicated when a DDR malware sample connects
to multiple web apps and C&C servers, creating intertwined and
ambiguous connections. Rather than focusing solely on these
connections alone, our detailed analysis of DDR malware samples
reveals distinct operations for fetching, de-manipulating, and
establishing new C&C connections. This led to a second key
insight: Analyzing the information flow, starting from the fetched
content, effectively isolates and confirms DDR logic.

Even with the DDR capability confirmed, identifying the exact
de-manipulation techniques and their order requires manual
analysis [97, 89, 45]. Nevertheless, our research discovered a third
key insight: De-manipulation routines applied to fetched content
can reduce to mathematical operations. By abstracting these
formulas and comparing them to known patterns, web app
providers can confirm the de-manipulation techniques used and
generate effective recipes for proactive remediation.

To explore our key insights, we studied DDR malware samples
with support of Netskope, the leading Secure Access Service Edge
(SASE) provider, which delivers cloud security and networking to
more than 30% of Fortune 100. We developed VADER for proactiVe
deAd Drop rEsolver Remediation. VADER is a web app and
malware analysis framework to automatically detect and

proactively uncover dead drops. VADER systematically explores a
DDR malware sample to localize the DDR logic (§3.1). It then
identifies de-manipulation algorithms by analyzing the symbolic
expressions generated during its execution. However, a significant
challenge lies in accurately isolating the relevant segments of these
expressions for precise matching. To address this, VADER employs
an innovative Input/Output (IO) boundary isolation technique (§3.2),
that delineates the boundaries of routines within the symbolic
expressions. This approach enables VADER to effectively isolate
and match expressions, deriving de-manipulation recipes (§3.3).
Through this recipe-based pattern-discovery approach, VADER can
efficiently uncover C&C addresses concealed within dead drops.

We deployed VADER on 100k malware samples from 2012 to
2022, identifying 8,906 DDR malware samples and 273 dead drops.
Pastebin was the most prevalent platform, accounting for 68% of
cases. This underscores the importance of VADER-generated
recipes for proactive dead drop discovery. As of this submission,
we have removed 94.4% of identified dead drops through
collaboration with web app providers, disrupting at least 6,674
DDR malware samples by eliminating the dead drops they relied
on. Applying these recipes to network traffic datasets from
open-source projects [83], we uncovered four additional abused
web apps and 72 previously undisclosed dead drops. We also
presented two case studies on de-manipulation recipe complexity
and a real-world forensic analysis of a prominent remote access
trojan. The VADER framework can be found at:
https://github.com/CyFI-Lab-Public/VADER.

2 Overview
2.1 Running Example - The Mudrop Malware
In VADER ’s practical demonstration to combat DDR malware and
uncover more dead drops, we use mudrop as the running example.
Imagine this forensic scenario: the WordPress [107] security team
receives an alert from FIRST [33], a global cybersecurity
organization, about a new malware sample, mudrop. Flagged as a
potential threat to WordPress, mudrop is shared by FIRST as part
of its collaborative security effort.

Upon analyzing the sample, WordPress identifies that mudrop
connects to WordPress at blizzartone.wordpress.com and
http://188.190.98.163/configs, a potential C&C server.

At this point, WordPress must answer several forensic questions:
Q1: Is mudrop a DDR malware sample?
Q2: Does mudrop use WordPress as a dead drop?
Q3: How does mudrop decode its dead drop?
Q4: Are there other dead drops hosted on WordPress?
Unfortunately, answering these questions poses significant

research challenges. Firstly, there is no definitive proof that
mudrop relies on WordPress to resolve its C&C server address.
Mudrop can connect to WordPress to test internet connectivity
before executing its malicious payload, as many malware samples
do. Second, if it is a DDR malware sample, and the content is
retrieved from blizzartone.wordpress.com, it will be encoded,
as shown below:
f237769666e6f636f2336313e28393e2039313e2838313f2f2a307474786

Clearly, this encoded snippet does not match the C&C address,
complicating efforts to confirm DDR behavior.
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Table 1: VADER’s Mudrop Proactive Discovery Results.

VADER’sMudrop Analysis Output
Dead Drop http://blizzartone.wordpress.com

Dead Drop Content f237769666e6f636f2336313e28393e2039313e2838313f2f2a307474786

Recipe Base16 Decoding + Char Rotation x4

C&C Address http://188.190.98.163/configs

Proactive Discovery 1
Dead Drop http://selfcut.wordpress.com

Dead Drop Content 336313e28393e2039313e2838313f2f2a307474786

C&C Address http://188.190.98.163

Proactive Discovery 2
Dead Drop https://brainbot02.wordpress.com

Dead Drop Content F247F626F2137313E2836313E2134323E22393F2F2A307474786

C&C Address http://92.241.168.171/bot

Proactive Discovery 3
Dead Drop https://suck4.wordpress.com

Dead Drop Content 131323e2538313e2037313e2733313f2f2a307474786

C&C Address http://137.170.185.211

To address these research challenges and answer the
aforementioned questions, VADER employs novel techniques to:
(Q1 & Q2) localize DDR logic within the malware (§3.1); (Q3) apply
de-manipulation to dead drop content (§3.2); and formulate a
de-manipulation recipe (§3.3). (Q4) Then, the recipe can be applied
to web app content or network traffic, proactively identifying
previously undisclosed dead drops. This multiplies the effectiveness
of DDR remediation—a contribution not yet explored in prior
research. Moreover, WordPress can share mudrop’s recipe with
FIRST and web app providers to extend remediation.

Once the mudrop sample is provided, VADER identifies its DDR
logic, notifying the WordPress provider that the mudrop sample
retrieves dead drop content from a WordPress post and decodes
it to obtain the C&C address, as shown in Table 1. The provider
can then remove the dead drop content. However, providers still
lack insight into how mudrop decodes the content, which is key to
proactively finding hidden dead drops. By analyzing the mudrop’s
DDR logic, VADER tracks the decoding process, revealing layered
Base16 encoding and character rotation algorithms (i.e., the recipe)
to extract the dead drop content (see Table 1, VADER’s Mudrop
Analysis Output).

2.2 Proactive Dead Drop Discovery
VADER’s recipe goes beyond simply validating a malware’s dead
drop. It enables content-based scanning (e.g., web apps, network
traffic) to proactively uncover polymorphic dead drops. For
example, WordPress could scan its platform for identical content
and remove known dead drops. However, as C&C servers rapidly
evolve, attackers can abuse WordPress to host varied dead drops
that resolve to different C&C addresses. This makes it nearly
impossible for WordPress to locate these dead drops by matching
identical content.

To overcome this challenge, VADER scans accessible WordPress
posts or messages, decodes them using the de-manipulation recipe
from mudrop (Table 1, Row 4), and extracts IPs/URLs via a regular
expression. It then checks these against blocklists (e.g., VirusTotal,
URLHaus) to classify web app accounts as dead drops for
remediation. As Table 1 illustrates, VADER proactively discovered
three previously unknown WordPress dead drops, selfcut
(Proactive Discovery 1), brainbot02 (Proactive Discovery 2), and

Web App Allow List

Potential
DDR 

Malware

1

2

Localize DDR 
Client Logic

Dead Drop 
Connection

λ

λ

Tainted 
Data

3

4

Taint Propagation

Figure 2: DDR Logic Localization.

suck4 (Proactive Discovery 3), demonstrating its ability to detect
varied content beyond exact matches.

2.3 VADER in Practice
Web App Providers + VADER. Section §2.2 shows how VADER’s

recipes can enhance remediation by proactively uncovering dead
drops. While our lab setting limits access to web app platforms,
providers are better positioned to scan their own platforms at scale.
Platforms like Discord already scan hosted files proactively [25],
and Google uses its Content Safety API to detect child sexual
abuse material at scale [101]. Additionally, Roblox, Discord, and
Reddit also work with law enforcement to identify extremist users
via advanced scanning [46]. We are therefore confident that these
providers can use VADER to proactively detect dead drops.

Intrusion Detection System + VADER. Intrusion Detection Systems
(IDS) can integrate VADER. When malware is detected, VADER
verifies its DDR logic and extracts recipes, which IDSs can use
to analyze network traffic and de-manipulate embedded payloads.
If any IPs or URLs are found, analysts can use internal tools to
confirm maliciousness [77], enabling proactive dead drop discovery
and strengthening network protection. This is shown in §5.2, where
VADER’s recipes were applied to network traffic. By using these
recipes to de-manipulate payloads, we proactively uncovered 72
dead drops across 11 web apps, hiding 67 C&C addresses. Our
collaboration with web app providers led to the removal of 94.4%
of these proactively identified dead drops.

3 Methodology
VADER uses a three-phase approach: DDR logic localization (§3.1)
takes a potential DDR malware sample as input to confirm DDR
capabilities. The output is a symbolic expression generated during
DDR malware sample exploration. VADER then isolates
de-manipulation boundaries (§3.2) to segment the symbolic
expression for comparison with a set of reference de-manipulation
algorithms for recipe identification (§3.3). Finally, a recipe-based
pattern-discovery solution demonstrates how the recipe can be
used to proactively uncover previously undisclosed dead drops.

3.1 DDR Logic Localization
The goal of this phase is DDR capability identification via logic
localization. To localize DDR logic, VADER uses concolic (concrete
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and symbolic) analysis to first identify the DDR Client Connection
and then the Dead Drop Connection.

DDR Client Connection. During VADER’s analysis, VADER
intercepts the DDR malware sample’s invocation of network APIs
used for web app connection (Figure 2, 1 ). Web app connection is
determined by comparing the connection target (e.g., mudrop uses
wordpress.com) against a predefined list of allowed web app
candidates (Figure 2, 2 ). This list is based on Tranco [62]1,
allowing us to identify only benign websites that support DDR2.
After the web app connection is established, the DDR malware
sample retrieves the encoded content from the dead drop (e.g.,
blizzartone for mudrop).

Dead Drop Connection. To confirm the dead drop connection,
VADER injects symbolic data into the memory location allocated
by the malware to store the fetched content (e.g., mudrop uses
lpBuffer of WinHttpReadData) and tags it (Figure 2, 3 ). VADER
uses concolic taint propagation to track the tag. However,
de-manipulation algorithms generally contain loops that result in
multiple states for exploration, thereby increasing computational
complexity when using concolic execution. De-manipulating the
encoded content requires that each character be transformed into
cleartext. Thus, the content length (e.g., lpdwNumberOfBytesRead)
determines how many iterations of character transformation are
necessary. To ensure tractable analyses amid multi-state
exploration, VADER uses state prioritization. Specifically, VADER
prioritizes unexplored code and selects states corresponding to
new code regions. For example, if VADER explores a
de-manipulation loop, it will generate two states:

(1) 𝑖 < sizeof(lpdwNumberOfBytesRead)
(2) 𝑖 > sizeof(lpdwNumberOfBytesRead)

As execution continues in the first state, two additional states are
generated:

(11) 𝑖 + 1 < sizeof(lpdwNumberOfBytesRead)
(12) 𝑖 > sizeof(lpdwNumberOfBytesRead)

Since state (1) and (12) explore the same code in two different states,
state (12) is de-prioritized. This technique ensures that VADER
can efficiently handle loops while ensuring that de-manipulation
algorithms are fully explored as it prioritizes state (1) until complete.

During exploration, the tag emerges in a network connection API
(e.g., mudrop uses pswzServerName for WinHttpConnect) Figure 2,
4 . Importantly, what remains is a symbolic expression with all data
computations performed on the manipulated content.

3.2 De-Manipulation IO Boundary Isolation
This phase aims to isolate de-manipulation algorithms in the
symbolic expression using their input and output data to mark
their boundary. De-manipulation includes decryption (e.g., AES)
and decoding (e.g., Base16). Our preliminary investigation
suggests 14 de-manipulation (nine decoding, five decryption)
algorithms common in malware (Table 2).

Reference Algorithm Implementations. We leveraged
open-source repositories and libraries to find algorithm
implementations, as detailed in Table 2. VADER supports
1Available at https://tranco-list.eu/list/7X9VX.
2We assume malicious connection targets if not found on Tranco.

Table 2: Common Data Manipulation Algorithms.

Decryption & Decoding Algos References

Exclusive OR (XOR) [10, 31, 35, 78, 99]
AES [60, 76]
DES [20, 44]
Data Protection API [44]
RC4 [10]
String to Int, Int to String [90]
Character Rotation [78, 35]
Character Subtraction [78]
Base 16 [29, 91, 78]
Base 32 [32]
Base 64 [6, 35, 78, 29, 93]
Base 85 [103, 19]
String Parsing [6, 90, 35, 75, 91]

extensions by adding more algorithm source code. These
implementations are (1) directly integrated into VADER for
input-output observation or (2) symbolically explored to generate
expressions that represent their computational processes. VADER
uses (1) to identify decoder input-output boundaries and (2) to
validate de-manipulation algorithms against these boundaries.

Symbolic expressions, especially when subjected to
malware-induced mathematical manipulations, lack clear
observable boundaries, complicating the partitioning of multiple
de-manipulation algorithms and potentially hindering dead drop
discovery. To address this, VADER employs the symbolic
expression from DDR logic localization (§3.1) and uses concrete
decoder analysis (§3.2.1) and decryption source-to-sink mapping
(§3.2.2) to isolate decoders and decryption processes.

3.2.1 Concrete Decoder Analysis. To isolate decoder boundaries,
VADER uses Algorithm 1, which relies on concrete values
computed during DDR malware sample execution (concrete values
are based on constraints accumulated during execution) to find the
input and output (IO) of the decoder. As VADER analyzes the DDR
malware sample, Algorithm 1 evaluates memory accesses and
concretizes its symbolic contents (Line 4 to Line 6). Next, it iterates
through decoders from Table 2 using the concrete data as input
(Line 7 to Line 8). Each output is stored in a container for
algorithm-to-instruction mapping 𝐿 for later referencing (Line 9).
Thus far, the concretized data 𝐶 (Line 6), the decoder 𝐷 (Line 7),
the decoded result 𝑑 (Line 8), and 𝐿 (Line 9) have been initialized.
This process continues throughout VADER’s analysis.
Concurrently, the algorithm iterates through all previously stored
results in 𝐿 (Line 10 to Line 13) to extract comparative data for
boundary isolation. Specifically, if the algorithm finds a previous
decoded value (e.g., the C&C address) that matches the current
concrete value, then the decoder boundary begins at the
instruction of the decoded value to the instruction of the current
matching concrete value.

We illustrate Algorithm 1 using mudrop in Figure 3. At
instruction #4 (𝐼𝑛𝑠𝑡4), mudrop accesses memory and VADER
concretizes the memory to mudrop’s fetched content (Figure 3, 1 ).
The input is submitted to reference decoder algorithms, and the
output (Figure 3, 2 ) is stored for later comparison. As execution
continues, VADER compares concretized results with previously
decoded results to identify a match. If a match is identified
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Algorithm 1: De-Manipulation Boundary Isolation
Input:𝑀𝑎𝑙𝑤𝑎𝑟𝑒 , 𝐷𝑒𝑐𝑜𝑑𝑒𝑟𝑠\𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑜𝑟𝑠 = {𝐷1 . . . 𝐷16 }
Output: 𝐷𝐵 : Container to store De-Manipulation Boundaries
// Store Algorithm-to-Instruction mapping

1 𝐿 ← ∅
2 Function DeManipulationBoundary(𝑀𝑎𝑙𝑤𝑎𝑟𝑒)
3 while 𝐼𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 ← ExploreMalware(𝑀𝑎𝑙𝑤𝑎𝑟𝑒) do
4 𝐼 ← 𝐼𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛

5 if 𝑀 ← 𝑀𝑒𝑚𝑜𝑟𝑦𝐴𝑐𝑐𝑒𝑠𝑠𝑒𝑑(𝐼 ) then
6 𝐶 ← 𝐶𝑜𝑛𝑐𝑟𝑒𝑡𝑖𝑧𝑒𝑀𝑒𝑚𝑜𝑟𝑦𝐶𝑜𝑛𝑡𝑒𝑛𝑡 (𝑀)

// Iterate 9 Decoder Algorithms

7 foreach 𝐷 ∈ 𝐷𝑒𝑐𝑜𝑑𝑒𝑟𝑠 do
8 𝑑 ← 𝐷𝑒𝑐𝑜𝑑𝑒𝐶𝑜𝑛𝑐𝑟𝑒𝑡𝑒𝐷𝑎𝑡𝑎(𝐷 ,𝐶)
9 𝑈𝑝𝑑𝑎𝑡𝑒𝐷𝑒𝑐𝑜𝑑𝑒𝑟𝑀𝑎𝑝𝑝𝑖𝑛𝑔(𝐿, 𝐼 ,𝐶 , 𝑑)

// Iterate previously mapped results

10 foreach 𝑙 ← 𝐿 do
11 𝐼𝑝 ,𝐶𝑝 , 𝑑𝑝 ← 𝑙

// Previously decoded results equals

current concrete value

12 if 𝑑𝑝 ≡ 𝐶 then
13 𝑈𝑝𝑑𝑎𝑡𝑒𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝐷𝐵, 𝐷 , 𝐼𝑝 , 𝐼 )
14 end
15 end
16 end
17 else if 𝐶𝑖 ← 𝐼𝑚𝑝𝑜𝑟𝑡𝑒𝑑𝐹𝑢𝑛𝑐𝐶𝑎𝑙𝑙 (𝐼 ) then

// Iterate 7 Decryption Algorithms

18 foreach 𝐷 ∈ 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑜𝑟𝑠 do
// Locate Start and End boundaries

19 if 𝑆, 𝐼𝑠 ← 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝐼𝑂(𝐷 ,𝐶𝑖 ) then
20 𝐼𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 ∪ (𝑆, 𝐼𝑠 )
21 else if 𝐸, 𝐼𝑒 ← 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝐼𝑂(𝐷 ,𝐶𝑖 ) then
22 𝑂𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 ∪ (𝐸, 𝐼𝑒 )
23 end
24 end
25 end
26 end

// Create Decryption IO Pairs

27 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝐼𝑂𝑃𝑎𝑖𝑟𝑠 ← 𝑀𝑎𝑡𝑐ℎ𝐼𝑂(𝐼𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦,𝑂𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦)
28 for 𝑃𝑟 ∈ 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝐼𝑂𝑃𝑎𝑖𝑟𝑠 do
29 𝐷, 𝐼𝑠 , 𝐼𝑒 ← 𝑃𝑟

30 𝑈𝑝𝑑𝑎𝑡𝑒𝐷𝑒𝑀𝑎𝑛𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝐷𝐵, 𝐷 , 𝐼𝑠 , 𝐼𝑒 )
31 end
32 if 𝐷𝐵 then
33 𝐶𝑙𝑜𝑠𝑒𝑠𝑡𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦(𝐷𝐵)
34 end
35 end

(Figure 3, 3 ), the decoder boundary (e.g., Base64) is from 𝐼𝑛𝑠𝑡4 to
𝐼𝑛𝑠𝑡35 (Figure 3, 4 ). However, VADER may identify multiple
boundaries for each decoder. Thus, the boundary for Base64 is also
𝐼𝑛𝑠𝑡12 to 𝐼𝑛𝑠𝑡35 (Figure 3, 5 ). This occurs if a wrapper function is
used that does not modify input or output values. Before
completing boundary analysis, VADER computes the shortest
distance between boundary instructions for boundary isolation
(Line 33 in Algorithm 1).

Using the boundary, VADER segments the symbolic expression
from §3.1 for verification. An astute reader may consider symbolic
expression matching redundant since VADER has already
concretely delineated the DDR malware sample’s decoders. This is
necessary to discriminate two algorithms producing the same
output, e.g., if mudrop’s encoded content
f237769666e6f636f2336313e28393e2039313e2838313f2f2a307474786
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Figure 3: Mudrop’s Decoder IO Boundary Isolation.

is decoded with Base16 and character rotation, the result is
http://188.190.98.163/configs (see Table 1). If we use the
same input and XOR with
f25f02e216dcd919c30b5b3dd3baa3cc3aab3dd3b503c919dcd612e20f

we arrive at identical outputs. If the DDR botnet orchestrators post
additional encoded messages, relying on only the concretely
derived decoders could lead authorities to apply the incorrect
de-manipulation recipe. Thus, VADER compares each segmented
boundary with its corresponding reference implementation
symbolic expression for robust verification.

3.2.2 Decryption Source-To-Sink Mapping. VADER intercepts
invoked API for DDR logic localization (§3.1). These interceptions
also prove useful to link decryption APIs-in-sequence for analysis.
Specifically, while VADER explores the DDR malware sample
(Line 3 in Algorithm 1), it evaluates call instructions and selects
those that are specific to imported functions (Line 17
in Algorithm 1). If the imported function is an API responsible for
instantiating decryption (e.g., CryptAcquireContext), VADER
updates the IBoundary set representing the boundary source
(Line 19 to Line 20 in Algorithm 1). If the boundary sink is
identified (e.g., CryptReleaseContext), VADER updates
OBoundary (Line 21 to Line 22 in Algorithm 1). To pair sources and
sinks, VADER uses 𝑀𝑎𝑡𝑐ℎ𝐼𝑂 () (Line 27 in Algorithm 1). For
example, during concolic exploration, if two states are explored,
and the first state invokes a source and sink API, those APIs are
paired since they were invoked and intercepted by VADER from
the same state. This ensures that APIs invoked in different paths
are not incorrectly paired. Finally, these pairs are used to update
our container of all de-manipulation boundaries for analysis
(Line 28 to Line 28 in Algorithm 1).

3.3 De-Manipulation Recipe Identification
This phase develops the de-manipulation recipe using symbolic
expression matching. Encoded content may include extra string
markers or inconsistently manipulated data. Without segmenting
the symbolic expression before comparison with a reference
implementation, false negatives can occur. Therefore, granular
segmentation is essential for accurate verification of
de-manipulation algorithms.

Segmenting Expressions. Algorithm 2 takes 𝐷𝐵 (decoding
boundaries) from Algorithm 1 to segment the symbolic expression
(lines 4-6). Each boundary 𝑏 (lines 4-5) contains the decoder type
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Algorithm 2: Symbolic Expression Matching
Input: 𝐷𝐵 : Container to store Decoder Boundaries
Output: 𝐷𝑅 : Decoding Recipe

1 𝑀𝜆 ←Malware Symbolic Expression
2 𝑅𝐼 ← Symbolic Expressions for Reference Implementations
3 Function SymbolicExpressionMatching(𝐷𝐵)
4 foreach 𝑏 ∈ 𝐷𝐵 do

// Extract the decoder and start & end boundary

addresses

5 𝐷 , 𝐼𝑠 , 𝐼𝑒 ← 𝑏

6 𝑠 ← 𝑆𝑒𝑔𝑚𝑒𝑛𝑡𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛(𝑀𝜆 , 𝐼𝑠 , 𝐼𝑒 )
// Assign decoder symbolic expression

7 𝑟𝑖 ← 𝑅𝐼 .𝑖𝑛𝑑𝑒𝑥 (𝐷)
8 if 𝑑𝑚 ← 𝐶𝑜𝑚𝑝𝑎𝑟𝑒𝐸𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑠(𝑠 , 𝑟𝑖) then
9 𝐷𝑅.𝑎𝑑𝑑(𝑑𝑚)

10 end
11 end
12 end
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Figure 4: Symbolic Expression Matching For Mudrop.

𝐷 and the starting 𝐼𝑠 and ending 𝐼𝑒 boundary addresses used to
segment the expression based on its attributes, i.e., addresses
where the symbolic expressions grow. VADER parses only those
parts of the expression within the boundary (Line 6
in Algorithm 2). Now, VADER compares the segmented expression
with the symbolic reference implementation expression
corresponding to 𝐷 (Line 7 in Algorithm 2).

Compare Expressions. VADER injects symbolic data 𝜆 to localize
the DDR logic, which generates a malware symbolic expression
𝑀𝜆 (Figure 4, 1 ). To generate the reference implementation
expressions,𝑀𝜆 is used as input to decoding algorithms (Figure 4,
2 ), ensuring the resulting expression (e.g., 𝐵16𝜆 in Figure 4, 3 )
assumes the constraints imposed during the malware execution.
This is a prerequisite for symbolic expression comparison, which
relies on symbolic solvers. When a decoding algorithm is
symbolically explored, concrete values assumed during forking
correspond to the previous constraints imposed by𝑀𝜆 .

Now, having both symbolic expressions, VADER can compare
them for equivalence (Figure 4, 4 ). For comparison (Line 8
in Algorithm 2), there are two conditional constructs: (1) check
whether the overall expressions match; if not, (2) solve for and
compare the concrete outputs. Toward clarity, we use a symbolic
expression with starting 𝜆 values (Read byte_1, v0_xor_0).
This expression is used as input to two versions of an XOR by 0x23
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[out] hKey

[in] hKey
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Figure 5: Constraint Chaining For Crypto Identification.

algorithm. As the expression is decoded, it grows with additional
operations corresponding to algorithmic computations. For
example, one byte of𝑀𝜆 and 𝑋𝑂𝑅𝜆 is partially transformed into:
𝑀𝜆 = (Or (ZExt (Read byte_1, v0_xor_0)) 0x23)

𝑋𝑂𝑅𝜆 = (Xor 0x23 (ZExt (Read byte_1, v0_xor_0)))

Comparing𝑀𝜆 and 𝑋𝑂𝑅𝜆 considers node placement, edges, and
expression size. This static check is less computationally expensive.
If it fails, VADER invokes the symbolic solver to compare the
concrete outputs of both expressions. Concrete values are based on
the constraints from 𝑀𝜆 that are imposed on 𝑋𝑂𝑅𝜆 during its
execution. This ensures that expressions are evaluated based on
the same constraints, resulting in the same concrete output if they
are functionally identical. Since each comparison is per explored
path, the results are a ratio of matches versus non-matches, i.e.,
when concretized outputs for each path are equal, it is a match;
otherwise, it is a non-match. If the ratio is high enough (explained
in §4), their equivalence is confirmed (Figure 4, 5 ).

Compare Decryption Expressions. At this stage, VADER verifies
decryption algorithms by partitioning boundaries based on source
and sink markers. These boundaries are set by analyzing the
constraints on sinks (OBoundary) in relation to their sources
(IBoundary). It is important to recall that VADER employs taint
analysis during DDR logic localization (§3.1). Figure 5 illustrates
segmenting symbolic expressions with isolated boundaries (note:
No discovered DDR malware sample encrypts dead drop content;
this example uses a non-DDR malware sample to demonstrate the
approach). The dotted lines represent the matching of input [in]
constraints from a parameter with the output [out] constraints of
at least one API predecessor. When a decryption API, like
CryptReleaseContext, is used, VADER conducts a backward
analysis of constraints to trace the API sequence, confirming the
decryption algorithm. This decryption constraint-chaining method
links the constraints of recovered APIs to their preceding APIs.
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In Figure 5, decryption starts after data retrieval from the web
app (1), followed by cryptographic context initialization (2) and
key derivation (3) before data decryption (lpBuffer, 4). VADER
uses backward analysis to identify decryption constraints and the
sequence of APIs in the malware’s symbolic expression, extracting
only the relevant decryption portion.

To create reference symbolic expressions for comparison,
VADER uses decryption models based on the API sequence from
Table 2. By examining these implementations, VADER generates a
symbolic expression and applies decryption constraint chaining to
identify constraints related to the API sequence. The segmented
expression is then compared with reference constraints using the
compareExpression function (Algorithm 1, line 8). A match
confirms that the decryption API computations align with the
reference models. Upon matching, VADER produces a
de-manipulation recipe detailing the decryption steps used by the
DDR malware sample. This recipe can be applied to web app
content to determine whether it represents a dead drop.

4 Pre-Deployment Evaluation
VADER is built upon S2E [22] for concolic analysis, with custom
code for localizing DDR logic and identifying de-manipulation
recipes. It integrates AVClass2, a widely utilized malware labeling
tool [64, 54, 74, 49, 37, 112].

4.1 DDR Logic Localization
To evaluate VADER’s ability to identify DDR logic, we tested it
with five known DDR malware families, each with five randomly
selected variants, totaling 25 ground truth samples. The
performance evaluation is summarized in Table 3, which lists the
web app, domain, malware family, and relevant reports detailing
the ground truth, including the web app connection. Accuracy
metrics such as true positive (TP), false positive (FP), and false
negative (FN) values are also provided. Overall, VADER
successfully localized the DDR logic in 23 out of 25 samples,
achieving a 92% recall rate and an F1 score of 96%.

In our analysis, we identified two false FNs in msil (Table 3, Row
5). Manual review confirmed DDR malware, but VADER missed
the dead drop link due to unresolved symbolic constraints, though
this was rare. Additionally, VADER can analyze a DDR malware
sample even when associated dead drops are inactive. For instance,
in analyzing comnie (Row 2 of Table 3), the dead drop was inactive,
yet VADER used concolic analysis to successfully localize the DDR
logic. With only two FNs and a 92% recall in DDR logic localization,
we are confident in VADER’s ability to identify DDR malware and
extract de-manipulation recipes for proactive dead drop discovery.

4.2 Validating Symbolic Expression Matching
Upon confirming that VADER can locate DDR logic with high
accuracy, we now need to validate whether VADER can detect the
decoding algorithm regardless of how it is implemented in the
malware. This requires us to: (1) compare the source code
similarity across all decoding algorithm implementations to ensure
they are distinct (i.e., XOR must not match with Character
Rotation), and (2) compare the equivalence of symbolic
expressions for each pair of algorithms to demonstrate that

Table 3: Validating DDR Logic Localization.

Web App Domain Family Source # TP FP FN

Blockchain blockchain.info pony [97] 5 5 0 0
Google Drive drive.google.com doina [98] 5 5 0 0
Pastebin kryptik pastebin.com [112] 5 5 0 0
Pastebin msil pastebin.com [112] 5 3 0 2
X x.com razy [6] 5 5 0 0

Total 25 Acc. (92%) 23 0 2

de-manipulation algorithms in the same class consistently produce
high-confidence matches, regardless of implementation details (i.e.,
BASE64 source code implementations).

Source Code Similarity. We selected up to three implementations
of each algorithm listed in Table 2 from open-source repositories
or libraries. Importantly, VADER is flexible and can be extended to
support additional algorithm implementations. Using Moss [96],
a widely used software similarity framework, we compared all
implementations and found a 0% match between them, confirming
their distinctiveness. For instance, no XOR implementation matches
another, nor does it resemble implementations from other algorithm
classes. Detailed results are provided in Appendix B.

Symbolic Expression Matching. Given the distinct source code
implementations for each decoding algorithm category, we now
need to compare the equivalence of symbolic expressions
generated by VADER across different implementations of decoding
algorithms. The validation result is shown in Table 4. With a
symbolic input size of 8 bytes, the expression has 2568 (4.2 billion)
possible inputs. Ideally, we would evaluate the entire input space
when comparing symbolic expressions, but this is time-prohibitive.
Instead, we exhaust the input space for each pair over two hours to
assess the number of matches in the output space. This is
sufficient, as the ratio of non-matches to matches plateaus and
stabilizes after 30 minutes within the two-hour window. A
graphical representation of the plateau for each set of comparisons
is presented in Appendix C.

As shown in Table 4, the symbolic expressions generated by
VADER for different implementations within the same algorithm
class achieve consistently high scores. This indicates that VADER
can effectively recognize functional equivalence within algorithm
classes. In contrast, expressions generated for algorithms across
different classes show significantly lower scores, underscoring the
differences in their operational logic. For example, Table 4c reveals
that most comparisons (474/5543) between algorithms from
different classes result in a 0% similarity match.

A specific case is observed in Table 4c, Row 7, where the
symbolic expression for Base64 v1 shows low similarity scores
when compared to those of other versions. Upon investigation, we
determined that the match rates of 44% and 77% for Base64 v2 and
v3, respectively, are attributable to extensive error-checking
routines present in Base64 v1. These routines cause VADER to fork
into two distinct paths during symbolic execution: (1) a success
path and (2) a failure path that returns null. In contrast, Base64 v2
and v3 employ less stringent error-checking mechanisms, which
371/625 algorithms are compared with themselves.
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Table 4: Validation of Symbolic Expressions Produced
By VADER To Assess Functional Equivalence Across
De-Manipulation Algorithm Implementations.

(a) AES - RC4.

AES DES DPAPI RC4
v1 v2 v1 v2 v1 v2 v1 v2

AES v1 100 100 0 0 0 0 0 0
v2 100 100 0 0 0 0 0 0

DES v1 0 0 100 100 0 0 0 0
v2 0 0 100 100 0 0 0 0

DPAPI v1 0 0 0 0 100 100 0 0
v2 0 0 0 0 100 100 0 0

RC4 v1 0 0 0 0 0 0 100 100
v2 0 0 0 0 0 0 100 100

(b) XOR - String Parsing (Str Prs).

XOR Chr Sub S⇆ I Chr Rot Str Prs
v1 v2 v3 v1 v2 v3 → ← v1 v2 v3 v1 v2

X
O
R v1 100 100 100 11 0 0 11 0 0 0 0 0 0

v2 100 100 100 0 0 0 11 0 0 0 0 0 0
v3 100 100 100 0 0 0 11 0 0 0 0 0 0

C
hr

Su
b v1 0 0 0 100 92 94 0 0 0 0 0 0 0

v2 0 0 0 86 100 84 11 0 0 0 0 0 0
v3 0 0 0 92 91 100 11 0 0 0 0 0 0

St
r,

In
t → 11 11 11 1 0 0 100 4 0 0 0 0 0

← 0 0 0 0 0 0 22 100 0 0 0 0 0

C
hr

R
ot

v1 6 4 6 2 6 0 0 0 100 100 100 0 0
v2 0 0 0 0 0 0 1 0 100 100 100 0 0
v3 0 0 0 0 0 0 1 0 100 100 100 0 0

St
r

Pr
s v1 0 0 0 1 0 0 11 0 13 3 3 100 99

v2 0 0 0 2 0 0 11 0 19 2 3 99 100

(c) Base Decoders (16, 32, 64, 85).

Base16 Base32 Base64 Base85
v1 v2 v3 v1 v2 v3 v1 v2 v3 v1 v2 v3

B
16

v1 100 98 92 16 19 11 28 0 16 21 9 42
v2 89 100 72 15 8 23 50 51 52 32 14 7
v3 96 91 100 14 23 22 12 9 27 11 24 22

B
32

v1 12 11 14 100 97 98 62 68 64 1 22 13
v2 1 1 13 98 100 97 2 12 9 0 17 8
v3 13 21 16 92 83 100 3 9 22 13 4 3

B
64

v1 70 14 2 0 0 27 100 44 77 19 0 0
v2 1 16 4 3 4 4 97 100 100 21 14 5
v3 4 40 16 11 3 21 89 100 100 7 18 10

B
85

v1 17 45 46 23 42 62 41 37 19 100 91 93
v2 10 61 42 29 37 58 38 52 43 87 100 92
v3 32 15 29 22 12 33 19 27 20 89 92 100

result in symbolic expressions that predominantly reflect
successful operations. This difference explains the observed lower
similarity scores when v1 is compared to v2 and v3.

When comparing Base64 v2 and v3 to v1 (see Table 4c, Rows 8
and 9, Column 7), we observe match rates of 97%, 89%, and 100%,
respectively. The difference is due to v2 and v3 lacking extensive
error-checking routines. Since all versions process 8-byte input,
if v2 completes symbolic execution first, it guides VADER along
v1’s success path, resulting in higher match rates. This highlights
how error-checking differences impact symbolic exploration and
similarity metrics.

Table 4c also shows a trend in Base decoding classes (e.g.,
Base16, Base32, Base64). All Base algorithms use lookup tables for
character translation, creating baseline similarities due to shared

Table 5: De-Manipulation Recipe Identification.

Web App Family Source # Algorithm TP FP FN

Blockchain pony [97] 5 String Parsing, Base16 5 0 0
Google Drive doina [98] 5 None 0 51 0
Pastebin kryptik [112] 5 Base64 5 0 0
Pastebin msil [112] 5 Base64 5 0 0
X razy [6] 5 String Parsing, Base64 5 0 0
None spora [60] 5 AES 4 0 1

Total 30 Acc. (83%) 24 5 1
1: FPs are caused by plaintext IP address format validation, which uses
String Parsing. However, this has a negligible impact on proactive
dead drop discovery.

structural elements. As a result, only six out of 144 comparisons
have a 0% match, far fewer than the expected 108 when comparing
unrelated Base classes. However, the noise in similarity scores for
cross-class comparisons is still lower than in same-class
comparisons. This ensures the observed similarities are not
enough to confidently determine functional equivalence between
unrelated Base algorithms.

Finally, our analysis demonstrates that VADER can identify
de-manipulating algorithms, even with different implementations.
For optimal performance in large-scale deployments, we select
algorithm implementations with match rates over 90% within their
class and under 25% across other classes (e.g., v1). This selection
minimizes false positives and improves VADER ’s reliability in
identifying de-manipulation recipes.

4.3 De-Manipulation Recipe Identification
Table 5 summarizes our evaluation of IO boundary isolation and
de-manipulation algorithm verification. In all cases, the IO
boundary aligned with the verified algorithm, with no instances of
multiple algorithms per boundary. Columns 1 and 2 provide details
on the web app and malware family. For validation, we expanded
our dataset to include spora, which includes cryptographic
routines. Column 4 lists the number of variants per malware
family, and Column 5 shows the de-manipulation recipes. The final
columns present accuracy metrics: TP, FP, and FN. Overall, VADER
identified recipes for 30 malware samples, achieving a 96% recall
rate and an F1 score of 89%.

We also found five FPs. For instance, doina requests a Google
Drive file with a plaintext IP, but VADER flagged it as String
Parsing due to format validation resembling parsing. Since the
content is plaintext, these FPs have minimal impact on proactive
dead drop discovery. VADER also struggles with unresolved
symbolic constraints, which limits constraint chaining for
source-to-sink mapping. Despite these issues, the low FP and FN
highlight VADER ’s accuracy in identifying de-manipulation
recipes.

5 Post-Deployment Findings
We deployed VADER on a 100k malware dataset built by randomly
downloadingWindows executables uploaded to VirusTotal between
2012 and 2022 [104]. Each malware sample triggered more than one
anti-virus (AV) engine, based on dataset parameters from Zhu et
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Table 6: Distribution Of DDR Malware Found In Our Study.

Web App Domain # M1 Dead Drop Malware/Year
2012 - 2022

First
Seen

Last
Seen # F1 Backup

Dead Drop
Total

Recipes
Unique
Recipes

Pastebin pastebin.com 6,053 44 2014-02 2022-06 32 0 6,053 3

Blockchain

blockchain.info 776 7 2017-12 2019-11 59 111 776 1
blockcypher.com 573 23 2017-12 2019-11 41 415 573 1

bitaps.com 617 4 2017-11 2021-10 16 423 617 1
coinmarketcap.com 45 1 2017-12 2019-11 10 45 45 1

blockr.io 200 14 2017-12 2021-06 5 200 200 1

Blockchain Aggregate 2,200 372 2017-11 2021-06 812 1,194 2,200 1

X twitter.com 473 11 2017-10 2022-03 8 3 473 2

Google
docs.google.com 9 1 2018-02 2022-12 1 1 9 1

googleusercontent.com 137 115 2017-06 2020-06 8 0 137 1
drive.google.com 9 1 2018-02 2022-12 1 1 9 1

Dropbox dropbox.com 11 2 2017-06 2020-06 2 0 11 1

GitHub github.com 7 2 2017-11 2018-10 2 0 7 1

WordPress wordpress.com 4 1 2012-09 2014-08 1 0 4 1

Total 8,906 200 2012-09 2022-12 1102 1,199 8,906 72

1: M (Malware) and F (Families), 2: This is not the total column sum but the total unique categories.

al. [117], who studied VirusTotal labeling dynamics. Tranco [62]
ensured the malware connected to at least one web app.

We present the distribution of DDR malware in our study,
focusing on web apps used by DDR malware in Table 6. For
practical application in intrusion detection, we applied VADER ’s
analysis methods to real-world web app network traffic from
Netresec [83] (Table 7), cited in top-tier research [68, 52]. For
HTTPS traffic, we accessed the web app endpoint, decoded the
response with the recipe, and extracted IP/URL addresses, which
we scanned on VirusTotal [104] and URLhaus [1] to confirm
maliciousness. Finally, we provide two case studies to demonstrate
the prevalence and complexity of de-manipulation recipes in
malware and a practical approach to proactively discover dead
drops.

5.1 DDR-Enabling Web Apps
Table 6 shows the distribution of DDR malware. Column 1 lists
web apps, Column 2 their domains, and Column 3 the number of
malware samples (#M) using each app. Column 4 shows unique
dead drops, while Columns 5–7 provide a temporal snapshot over
11 years, using first- and last-seen dates from VirusTotal. Column
8 reports distinct malware families (#F), and Column 9 highlights
backup dead drop domains, used if the primary fails. Columns 10–11
list de-manipulation recipe counts and unique recipes discovered.

From Table 6, Pastebin accounts for about 68% of discovered
DDR malware (6,053). VADER found 44 unique dead drops (22% of
all) across 32 malware families. The caes of Pastebin DDR malware
that we identified span 2014-2022, with a major spike in 2021-2022,
accounting for nearly 5k discoveries. Historically, Pastebin has
hosted stolen content or malware [36]. This work is among the
first to expose its pervasiveness as a platform for hosting dead
drops. VADER identified one recipe per malware and four unique
recipes for Pastebin DDR malware (Columns 10–11). The low count

of unique recipes relative to malware volume shows VADER is
scalable for proactive detection.

Surprisingly, Blockchain web apps are the second most used for
dead drops, spread across five domains. The most common,
blockchain.info, hosts 776 malware samples retrieving Txn or
wallet IDs and de-manipulating them to C&C addresses. VADER
found 37 Blockchain dead drops (24 Txn IDs, 13 Wallet IDs) and
2,200 samples (17% of dead drops, 25% of malware). Column 9
shows 1,194 Blockchain samples with backups, e.g., blockr.io as
primary and blockchain.info as backup. Both support querying
Txn records using one recipe (Column 10). While Blockchain
records are immutable, dead drops can still be flagged when Txn
values match dead drop content.

VADER also found 11 X.com dead drops in 473 malware. We
classified dead drop origins as (1) hard-coded, like traditional DDR,
and (2) dynamically generated, similar to DGA malware. This
emerged in the sample fugrafa, which uses X.com to host encoded
C&C addresses. VADER found three backup X.com dead drops
during DDR logic localization. Further analysis showed that the
account name varies based on a function’s output, generating
accounts like np8j7ovqdl, q5euqysfu5, and qistp743li. Despite
this complexity, VADER, combined with DGA counteraction
techniques, can effectively mitigate such threats [5, 61].

VADER identified 117 Google dead drops, where data on Google
web apps is accessed via unique file IDs. By analyzing file URLs,
we traced the endusers for each file on Google Drive and Docs,
finding both were hosted by the same user. VADER also discovered
dead drops on Dropbox and GitHub, with 11 and seven malware
instances, respectively. One WordPress dead drop and its
de-manipulation recipe were included in our findings, along with
three more WordPress dead drops uncovered through proactive
discovery (see §2).

Row Total, Column 4 reveals spikes in DDR adoption from
2012–2022, showing a cycle of growth, delayed remediation, and
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resurgence. This trend, especially the recent rise, highlights the
need for proactive discovery to curb the reemergence of DDR
malware, particularly as new strains appear.

In total, VADER identified 8,906 samples and 2004, including
1,199 with backups. VADER also uncovered seven unique
de-manipulation recipes, demonstrating the scalability of our
approach. We are collaborating with web app providers on
remediation and have disrupted at least 6,674 DDR samples by
removing their dead drops.

5.2 VADER-Enabled Proactive Discovery
The rise of DDR malware underscores the need for proactive
measures to uncover hidden dead drops. Using de-manipulation
recipes from DDR malware samples, we applied them to the
Netresec [83] network traffic dataset, summarized in Table 7.
Column 1 lists the recipes used to decode web app responses. After
decoding, we cross-referenced the data with URLhaus [1] and
VirusTotal [104] to identify potential C&C addresses, recording
infected web apps and dead drops in Columns 2 and 3. Column 4
shows unique C&C addresses, while Column 5 provides the first
submission date (FSD) from URLhaus, correlating with the C&C
server discovery date. Column 6 reports active C&C addresses. To
determine C&C server liveness, domain-based addresses were
checked for website availability, and IP-based addresses were
verified using nmap to confirm open ports, following a less
intrusive method from prior research [37].

To evaluate VADER in real-world scenarios, we assessed false
positives (FPs) and false negatives (FNs), as shown in Columns 7
and 8. An FP occurs when a dead drop candidate is later found to
serve benign purposes. Since many web apps (e.g., OneDrive,
Dropbox, Discord) do not disclose user activity details (e.g., login
times, IP addresses), determining intent behind a dead drop is
difficult. Therefore, we rely on service providers for verification,
marking a dead drop as an FP if it remains active after notification.
This helps estimate the upper bound of FPs. FNs occur when a
dead drop was created before its C&C address was added to the
blocklist, reflecting VADER’s ability to detect dead drops quickly.
For platforms that do not disclose content creation times (e.g.,
OneDrive), these entries are marked N/A in Column 8.

From Table 6, VADER identified seven web apps hosting dead
drops. Recipe-enabled proactive discovery, shown in Column 2 of
Table 7, uncovered 11 web apps, a 57.1% increase. The use of
de-manipulation recipes identified 72 dead drops, averaging 6.5 per
web app (Column 3), highlighting the significant role of recipe
identification in uncovering threats. Notably, only two recipes
involved a single de-manipulation layer (Base64 and String
Parsing). With over 40% of dead drops using multiple layers,
brute-force approaches are infeasible, emphasizing VADER ’s
effectiveness.

Next, Column 𝐹𝑆𝐷 lists the submission dates of C&C addresses
behind dead drops, with the earliest from six years ago, showing the
persistence of DDR malware. Comparing Column 4 and Column 6,
over 64% of C&C addresses remain active, highlighting VADER ’s
significant contribution.

4Analyzing 100k malware samples revealed 273 dead drops (see Appendix D).

Table 7: Applying Recipes On Network Traffic Dataset To
Proactively Discover Dead Drops

.

Recipe Web Apps # Dead
Drops

# Unique
C&C FSD

1
Online

2
FP3 FN4

Str Prs
+ Base64

Pastebin 1 1 2023-12-14 1 0 0
Retry.co 1 1 2024-02-08 1 0 0
GitHub 1 1 2023-12-22 1 0 0
Privatebin 1 1 2024-02-08 1 0 N/A
OneDrive 3 3 2023-11-14 1 0 N/A
Discord 2 2 2023-12-13 1 0 N/A
Dropbox 1 1 2023-11-17 1 0 0

Base64

Pastebin 10 9 2024-02-01 5 2 3
Kpaste 7 7 2018-11-27 4 0 N/A
GitHub 1 1 2024-01-31 0 0 0
Dropbox 2 2 2023-12-21 1 0 0
Discord 6 6 2019-05-17 5 0 N/A
OneDrive 3 3 2023-06-08 2 0 N/A

Base16
+ Chr Rot

Pastebin 1 1 2023-12-21 1 0 0
OneDrive 1 1 2023-10-23 1 0 N/A
Discord 2 2 2021-04-29 1 0 N/A

XOR
+ Chr Rot
+ Base16

Pastebin 1 1 2024-01-12 1 0 0
Justpaste.it 1 1 2023-12-12 1 0 1
Dropbox 2 2 2024-01-24 1 0 0
OneDrive 2 2 2023-11-15 1 0 N/A
Telegram 1 1 2023-12-15 1 0 1

XOR
+ Chr Rot

Codepad 2 2 2024-02-19 1 0 N/A
Retry.co 1 1 2024-02-13 0 0 1
Dropbox 2 2 2023-06-15 1 0 0
OneDrive 1 1 2024-01-25 0 0 N/A
Discord 2 2 2023-11-26 2 0 N/A

Str Prs
OneDrive 3 3 2023-11-27 2 1 N/A
Telegram 1 1 2024-01-29 1 0 1
Discord 3 3 2024-01-09 2 0 N/A
Pastebin 7 3 2022-10-13 2 1 1

Total 11 72 67 2018-11-27 43 4 8
1: First Submission Date on URLhaus [1]. 2: Number of live C&C servers.
3: A false positive (FP) is reported if a proactively identified dead drop
is not taken down by web app providers.

4: A false negative (FN) is reported if the creation time of the dead drop
is earlier than the time the C&C address is added to the blocklist.

In Column 7, VADER achieved a low FP rate of 5.56% among
the 72 identified dead drops. All FPs originated from single-layer
recipes, likely due to benign uses of encoded IPs and URLs. With
over 40% of dead drops using multiple techniques, VADER proves
effective in uncovering hidden threats. Additionally, eight FNs were
observed, reflecting the limitations in identifying dead drops on
their creation day, but these will be mitigated by blocklist updates.

Overall, VADER achieves a recall rate of about 90% and an F1
score of 92%, demonstrating its effectiveness in identifying and
mitigating DDR malware threats. Moreover, we have removed
94.4% of identified dead drops through collaboration with web app
providers.

5.3 Case Studies
Our first case study demonstrates the prevalence and complexity
of de-manipulation recipes. We also show that VADER effectively
detects C&C addresses on Pastebin, prevalent in our research.While
our access to Pastebin is limited, this highlights the advantages of
VADER, especially for web app providers with full platform access.

5.3.1 Prevalence and Complexity. To understand the prevalence
and complexity of identified recipes in malware, we analyze the
malware in this study. Table 8 shows de-manipulation recipes in
Column 1 with their prevalence over time in Column 2. Columns
3 and 4 count malware and families, while Columns 4 and 5 list
associated web apps and unique dead drops. Column 6 displays
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Table 8: De-Manipulation Recipes Identified.

De-manipulation
Recipes

Temporal
Changes #M #F Web App #A Content

Recipe Complexity
(# of basic blocks)

(2012-2022) Min Avg Max

Single Algorithm
Base64 964 8 Pastebin 8 Paste 26 34 43

Str Prs

1,788 4 Pastebin 6 Paste 13 19 27
9 1 Google Drive 1 File 4 4 4

137 8 Google User Cont. 115 File 3 7 10
9 1 Google Drive 1 File 4 4 4
11 2 Dropbox 2 File 5 7 8

Combination of 2 Algorithms

Str Prs + Base64 3,301 26 Pastebin 32 Paste 32 41 47
335 8 X 8 Post 37 37 37

XOR + Chr Rot 138 3 X 3 Post 6 8 11

Base16 + Chr Rot 4 1 WordPress 1 Blog post 17 17 17
Combination of 3 Algorithms

Base16 + Str Prs + Str->Int 362 13 Blockchain 24 Txn ID 42 47 53
1,838 68 14 Wallet ID 53 61 69

XOR + Chr Rot + Base16 7 2 Github 2 Repository 17 18 23

Total (≈ 1.5 algorithms/malware) 8,906 1101 2001 Avg. 20 23 27
1: This is not the total column sum but the total unique categories.

content types, and the final columns show algorithmic complexity
in basic blocks.

Among the nine decoders listed in Table 2, VADER identified
five, with XOR being the only cryptographic algorithm used by
DDR malware in our dataset. This aligns with observed trends [37,
94], where encryption is often avoided due to its complexity. In
contrast, decoding algorithms are platform-independent and
widely supported, allowing malware authors to reuse routines
across systems and environments.

From Column 3 (#M), we see that String Parsing (Str Prs) and
Base64 decoding is the most common de-manipulation recipe,
appearing in 3,301 DDR samples (≈ 37% of our dataset). Base64
offers obfuscation and preserves data during transport,
contributing to its popularity. For instance, the razy malware
strips five leading ))))) from its dead drop content and
Base64-decodes the rest.

Base64 typically encodes binary data into ASCII for C&C URLs,
while Base16 encodes IPs in hex to obscure them. As shown in
Table 1, the mudrop malware uses Base16 decoding to extract its
C&C IP from dead drop content. Other examples include
Base16+Chr Rot (Row 5) and Base16+Str Prs+Str→Int (Row 6), the
latter being specific to blockchain web apps. However, since the
netresec dataset in §5.2 lacks blockchain connections, this
technique wasn’t detected.

The Recipe Complexity columns reflect how challenging it is to
generate de-manipulation recipes. Malware using three or more
algorithms may span over 69 basic blocks (Row 6). Even simpler
cases, like Str Prs, which extracts and parses dead drop content,
can reach up to 27 basic blocks. On average, each sample uses 1.5
de-manipulation algorithms per recipe. Despite this, VADER
effectively generates these recipes. We have shown how they
enable discovering dead drops from network traffic and will next
demonstrate their use in analyzing web app content.

5.3.2 Proactive Discovery Via Web App Scanning. Banload uses
Pastebin at http://pastebin.com/raw/jYzmPCEr as its dead

drop. VADER identified c2t5cGUubXlkZG5zLm1l and the Base64
de-manipulation recipe (Rows 1 and 2 in Table 9). Applying this
recipe, VADER decoded the C&C address skype.myddns.me and
can use this de-manipulation recipe to proactively discover
previously undisclosed dead drops.

With VADER, data is randomly extracted from Pastebin using
eight-character labels, de-manipulated via the recipe, and parsed
with regex for IPs or URLs. These addresses are checked against
URLhaus or VirusTotal for malicious activity, and associated
accounts are flagged for remediation. As noted in §2.3, web app
providers can scan platforms at scale for abuse, demonstrating
VADER’s potential for proactive dead drop discovery.

In Table 9, we present previously undisclosed dead drops and
C&C addresses. Column 1 lists the discovered Pastebin dead drops,
Column 2 shows the dead drop content, and Column 3 provides
the associated C&C addresses. Our proactive approach uncovered
13 previously unknown dead drops, with seven linked to the same

Table 9: VADER’s Banload Analysis.

VADER’s Banload Analysis Output
Web App Account http://pastebin.com/raw/jYzmPCEr

Dead Drop Content c2t5cGUubXlkZG5zLm1l

Recipe Base64 Decoding

C&C Address skype.myddns.me

Proactive Discovery: Pastebin
Dead Drop Content C&C Address
0hx614sm c2t5cGUubXlkZG5zLm1l skype.myddns.me
4yAyQVev d3d3LnRvcDE2OC5vcmc= www.top168.org
AHtqg5QQ c2t5cGUubXlkZG5zLm1l skype.myddns.me
FaZqCHMN c2t5cGUubXlkZG5zLm1l skype.myddns.me
grHusy2R c2t5cGUubXlkZG5zLm1l skype.myddns.me
L2QEYA3P d3d3LnRvcDE2OC5vcmc= www.top168.org
V7Cm4Vid c2t5cGUubXlkZG5zLm1l skype.myddns.me
Vr8Bequa c2t5cGUubXlkZG5zLm1l skype.myddns.me
XcHYKsYP c2t5cGUubXlkZG5zLm1l skype.myddns.me
WpU6vm5L cHJvZmFzc2lzdGFuY2UuY29t profassistance.com
xj8s4nF1 MTIxLjIyNi4yMzcuNQ== 121.226.237.5
EALLXQZw MTEwLjE4Mi43OC4xNg== 103.254.75.18
DdEhn3D7 ZnVlbHJlc2N1ZS5pZQ== fuelrescue.ie
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C&C address as banload. Of the six remaining C&C addresses, five
were unique. These results highlight that, even with limited data
extraction resources compared to web app providers, VADER
combined with internal tools can already enhance platform
security and deliver proactive outcomes.

6 Related Work
Malware-Driven Web Application Abuse. Existing research has

investigated web apps abused for botnet activities, primarily
focusing on end-user perspectives [8, 67, 86, 102, 3, 69, 116, 114,
27]. Recent efforts have aimed to examine the intricate relationship
between web apps and the malware that leverages them for
victimization [112]. While studies have targeted specific malware
families [29, 97, 91, 93, 30, 98] and the blockchain abuse [40, 41, 89,
45, 113], their findings largely propose reactive countermeasures.
Before VADER, proactively discovering dead drops remained
largely unaddressed.

Data Manipulation Identification. Prior research has focused on
binary code extraction and function identification using dynamic
or symbolic analysis [14, 53, 95, 79, 108, 26, 70, 18, 88, 106, 65, 72,
63, 28]. These methods are limited by code coverage or reliance on
available network endpoints. In contrast, VADER ’s concolic
analysis improves malware exploration even with dead endpoints.
ByteWeight [9] uses deep neural networks to identify
de-manipulation algorithms but needs a large training dataset.
VADER, however, uses symbolic expression matching to identify
de-manipulation algorithms regardless of implementation.

Leveraging Concolic Analysis. Concolic analysis has been widely
used by the research community in bug identification [15, 21, 17],
test case generation [51, 13, 23], dynamic analysis [87, 50, 80, 110,
2], and taint analysis [92, 48, 84, 24]. However, since these related
works are largely geared towards vulnerability analysis, they are
not easily extensible to help web app providers mitigate DDR
practices. In contrast, VADER is among the first proposals to help
web app providers confirm DDR capability from malware samples
and extract de-manipulation recipes. This capability enables web
app providers to proactively identify dead drops.

C&C Address Identification. Existing techniques detect C&C
addresses by analyzing malicious network traffic [42, 11, 111, 105,
47, 100], but these typically focus on identifying C&C addresses for
individual malware samples. In contrast, VADER identifies
multiple dead drops from a single malware sample, which may
conceal different C&C addresses. While tools like Cyberprobe [81]
and ExecScent [82] probe remote endpoints to detect C&C
addresses, they are ineffective against DDR malware that hides
C&C addresses behind dead drops. Instead, VADER can uncover
previously undisclosed dead drops, enabling web app providers to
address abuse and counteract botnets.

7 Discussion
Brute-Forcing Efforts. Web app providers can take content from

their platform to use as input to a DDR malware sample and
observe possible C&C connections. Instead, VADER enables
providers to analyze malware once, extract its de-manipulation
recipe, and apply it at scale to identify dead drops efficiently.

While brute-forcing known de-manipulation algorithms may
appear straightforward, multi-layered de-manipulation and the
infinite parameter space required by some algorithms render this
approach infeasible. VADER overcomes these challenges by using
symbolic constraints to automatically recover de-manipulation
logic, regardless of layers or parameters.

Evasion Techniques. While malware authors often use evasion
techniques like probing the execution environment to avoid
analysis, VADER addresses many of these strategies by hooking
system APIs (see §3.1). Although comprehensive evasion
mitigation is out of scope of this paper, VADER models commonly
observed evasive APIs identified by industry and academic
experts [7, 55, 71, 38]. For example, when GetLocaleInfo is
invoked to detect the bot’s location, VADER injects symbolic
return values to trick the DDR malware sample into continued
execution. This enables effective analysis even in the presence of
evasive behavior. Our implementation, evaluated on a malware
sample set collected between 2012 and 2022, achieves 92% accuracy
in localizing the DDR logic. Thanks to the extensible design of
VADER’s, web app providers can add support for emerging evasion
techniques. A full list of modeled evasive APIs is available in
Appendix A.

Advanced Packers and Obfuscators. Although advanced packers
and obfuscators were not observed in our dataset, advanced
packers (e.g., VMProtect) or obfuscators (e.g., O-LLVM) can be
deployed, complicating DDR malware detection and recipe
extraction for web app providers. These challenges are not unique
to VADER, but reflect broader issues in symbolic analysis, where
handling such techniques often requires added human effort.
Several approaches have been proposed [12, 109, 16, 115] to
recover the semantics of obfuscated code. As VADER does not rely
on any special functionality in S2E, web app providers can readily
extend it to support advanced packers and obfuscators in future
DDR malware.

Generalizability. Expanding VADER is straightforward; new
de-manipulation algorithms can be added by integrating their
source code. Although our dataset lacks fully customized
de-manipulation algorithms, such extensions are feasible. In these
cases, the recipes generated by VADER would model the
algorithms through character operations. We recognize the
potential challenges fully customized algorithms may pose to S2E.
However, as discussed earlier, VADER’s methodology is
tool-agnostic, ensuring compatibility with more advanced concolic
analysis frameworks.

8 Conclusion
This paper presents VADER, a framework for proactively
uncovering and neutralizing dead drops used by DDR malware by
dynamically resolving C&C addresses on popular web apps.
Analyzing 100k malware samples, VADER identified DDR malware
from 110 families and 273 dead drops across seven web apps. Using
de-manipulation recipes from DDR malware samples, VADER
improved dead drop identification by 57.1% in network traffic.
Case studies revealed that over 40% of samples use advanced
de-manipulation techniques. VADER removed 94.4% of identified
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dead drops, disrupting 6,674 DDR malware samples. This work
shows the potential for web app providers to adopt VADER for
early detection and proactive dead drop remediation.
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A Anti-Analysis APIs
Malware uses anti-analysis and defensive evasion APIs to avoid
detection. VADER hooks these APIs to facilitate malware
exploration. The APIs used in VADER’s design are listed in
VADER’s code repository [58]. These APIs were identified through
manual malware analysis, industry reports [7, 34], and prior
research on system emulation and evasion techniques [55, 71, 38].

B De-manipulation Algorithm Source Code
Similarity

We use Moss [96] to confirm that each decoding algorithm in
VADER is distinct. The comparison results are available in
VADER’s code repository [56]. As shown in Row 6, no algorithms
overlap, where |𝑅 | is the set of all de-manipulation algorithms, and
𝑚, 𝑛 index different algorithms. Matches occurred only when an
algorithm was compared with itself. This confirms that each
de-manipulation algorithm in VADER is uniquely implemented.

C De-Manipulation Comparison Graphs
We made the symbolic expression of de-manipulation algorithm
comparisons available in VADER’s code repository [57]. For
example, Column 1, Row 1 shows comparisons for three Base16
versions, totaling nine comparisons (e.g., Base16v1 vs. Base16v2,
etc.). Each graph covers a two-hour runtime (X-axis), with lines
representing de-manipulation similarity (Y-axis). A black vertical
line marks the latest plateau, with all comparisons plateauing for
over 30 minutes. Plateaus occurred between 20 and 85 minutes. We
selected the best algorithm from each class for VADER to identify
malware de-manipulation algorithms.

D Web App Accounts Identified In Our Study
The dead drops identified by VADER in this research have been
made publicly available in VADER’s code repository [59].
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